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Bio

Marcel works as a Staff Site Reliability
Engineer at Instana, an Application
Performance Monitoring (APM) solution. He
has long experience in software
engineering and software automation.
Currently he focuses on improving the
current Kubernetes stack, reducing overall
system complexity and installing Instana
Saas infrastructure in IBM Cloud.

& @MarcelBirkner

® github.com/marcelbirkner
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Abstract

For Instana MultiCloud is not just a buzzword, but an opportunity to grow our customer base. We
initially offered our SaaS solution in AWS Cloud. Last year we opened new SaaS regions in Google
Cloud and this year we are adding SaaS regions in IBM Cloud.

We knew that the platform and infrastructure that got us through the first five years needed an
overhaul to prepare us for more growth. Our customers have strict requirements regarding
compliance, security and data governance. That is when we decided to update our infrastructure to
be able to open new SaaS regions with other cloud providers.

| will present the challenges we faced during the last two years. Running the old stack, not

breaking existing customers and designing and implementing our new infrastructure that will serve
us the next five years.
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Who We Are



SRE Team
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What We Do
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Saas stats from 2020
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Our MultiCloud
Journey



Where we
were 2018
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Identify Challenges



Identify challenges

What is working well in the current infrastructure?
What needs to be improved?
How can we save daily toil?
e How do we want to run SaaS product in the future?
Focus on the big picture
e try not to solve all problems at once
e some requirements will change
Our "Big Picture”
e Kubernetes
e Shared configuration / code for SaaS and On-Premises
e Reduce complexity / toil
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Goal #1: Single datastore migration codebase (SaaS / On-Premises)

up to 2019 2020

Challenges: Each datastore had its own instanactl

migration tool. Duplicate scripts for e Golang CLI

SaaS and OnPrem. o cobra library
e (assandra (cassandra-migrator) o golang-migrate library
e ClickHouse (golang-migrate) » e codebase used by SaaS and
e FElasticsearch (http-client) On-Premises
o Kafka (kafka-cli) e single place for database migration
e MongoDB (mongo migrator) scripts

o replaced by CockroachDB

e PostgreSQL (flyway db) Runtimes: GoLang Binary

o replaced by CockroachDB

Runtimes: Ruby/Python/Java
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Goal #2: Shared configuration & codebase (SaaS / On-Premises)

up to 2019 2020
Challenges: _ _ e shared component configuration
e separate component configuration e shared OCI container images
e separate p.ackaglng » e shared migration tool
o SaaS: Docker e K8s deployments via instanactl

o OnPrem: RPM / DEB

e separate delivery . . A
o SaaS: Ansible Runtimes: GoLang Binary

o OnPrem: Chef

Runtimes: Python / Ruby

Supported Operating Systems
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Goal #3: Infra. config versioned with product (SaaS / On-Premises)

up to 2019

Challenges:

e SaaS and OnPrem had separate
repositories for datastore
migrations and component
configuration

e NO common versioning with
product source code

e hard to coordinate releases and
hotfixes
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Mono-Repo for product source
code, component configuration
and datastore migration scripts

o release branches (release-199,

release-200, ...)

releases are easily rolled out from
release branches
easy coordination of SaaS and
OnPrem releases and hotfixes
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Shared Infrastructure Modules (SaaS / On-Premises)

- create / delete / update Services

- initialise datastore - StatusCake: create / delete staluscake tests for tenant units
- run migrations - Route53: create / delete Route53 DNS entries for tenant units

- debug migrations - HeapDump: creale heap dumps and upload them to
- check datastore - Git: download latest configuration from i repository
support shared and tenant unit migrations
purge tenant unit data

- YickHouse partitions (JBOD) e
- migrate { update Kafka topics - Object Differ. dry run feature, create diff of objects

INFRASTRUCTURE COMPONENTS.
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Migration process



January - September 2019

Infrastructure
& Code
Changes

25th October 2019
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Last tasks (Monday)
Rainbow Go Live Steps ' ® = Go/NoGo Testing
Proparation 1 [ R st et et btere ot weics  [ame
Lasttasks (Monday) 4 03 . D Task Responsible
g;:vz-:'?i.(m“"&m : 2 [ser T b tana oo s T Weics  [oome T1 | Hubforce Vedran
es B s e o https://instana.io/portal2/
ost GoLive Cleanup ' [ Eratte vt win proscaen seces, s00 s [ o Authentication, Logs,
Rollback 3
ISSUES DETECTED " o | Gotraess septope versin o s [ T2 | Login/ Authentication (butler) Everybody.
o Tustorca - 117344 master
o Blter 1172607  comaae-172 ¢ uaing stan@instana.io
This document contains allsteps for taking the new K8s rainbow environment ive. Go live steps need to be executed in order o S e o using own email address
Each Go Live step contains the name of a person that is responsible for verifying that the feature is working. popomrrataa rasass ,,b,fj‘fu  forgot email link
- s
X L e 17208  tia 72 T3 | Google Single Sign On / SAML Daniel K.
Praparauon L5 | irform Hubtorce users abeut mantenance (Manday afternoan) Vedran done. https://saml-instanasaml.instana.io
5 [ Erstte rarbom et wih producacn secrs o mstree 300 Voarsn | ane T4 |2FA A
1 Task Responsible | Status -
S ——— B T5 | Butler: Tenant Switcher (instana.ioftenantSwitch
P1 | Prepare PR with production values for rimhw hel (secrets, hubspot, cauth, ...) MB/CS done b Bememelmrin, i “ L = utler: Tenant Switcher (instana.ioftenantSwitcher) e
o compare config fi 5 | sip ptor o arnesaton green I
& Compae conf e Wit p occk —— A beiders —— T6 | Check groundskeeper logs for errors SRE
Config change: bitps /github s 18 Camntaran . o iy Ombsik. | dome. « use rollbar and check "SAAS" projects
P2 [ Veriy that producton deployment jobs are working for rainbow Marcel done T10 | Incoming data (should not be impacted since agent keys are loaded from groundskeeper) QA
instana. timeline to&timeline.
P3| Test hubforce migrations are working against rainbow Schmitzi, done 600000
. o Go Live Steps (Tuesday 6am)
P4 [ Prepare PR with production values for hubforce (secrets, aurora, datastor Schmitzi, | done T11 | Incoming data (should not be impacted since agent keys are loaded from groundskeeper) Ben
« compare config fies with produciion Vedran
hit e  http: instana. 2ZVIATDW1EkZ9-teR2: 2 to&ti
P5 | Verify that production deployment jobs are working for hubforce ‘Schmitzi, done meline. i
. A Vedran
T12 | Incoming data (should not be impacted since agent keys are loaded from groundskeeper) QA
P ptor & production MB/CS done o erieisss
QA runs AWS housekeeping in lambda
READY
984-varin 11 [ Task T13 | Butler UMP QA
bou a7be8bad-998xk i | Updin o ol servicn ey, o usage data (=> check if accountant access works)
b 9Tbe8bad-vVbY «" cu s pII127.0,0.1:8500N ataloglserviceuter |4 o agent download
but Ler-bds6edd T-pkknx 11 i
h * hitp: instana.
¢ . G1 | Disable TU provisioning in Hubforce Vedran
G2 | Disale TU deploy ob n ops-enkins Warcal T14 | Spin up new selfservice TU via website Vedran, SRE
er-rollup-355688b689-) Tkxx Running 0 2 e i « enable TU provisioning in hubforce
hubforce-global-6995678180-v359% Running 0 354 11| Take snapshot of Aurora DB (vubfor) (about 15 minutes) Senmizl o enable jenkins deploy jol
; o sign up for selfservice unit, https://wwiw.instana.com/trial/
. o create new internl test unit in hubforce, https://instana.io/portal2/#/dashboard
57 | i st mario wa bata Tkl GATCE 7 T — T15 | QAwill run auth playbook against newly deployed selfservice TU A
Post GoLive Cleanup
o2 Sehmitzi
13 Deploy Hublores i Kas rainbow usig conf rom P4 Schmizi © Tk Responsible
hd C1 | Artefact Repositories: update ‘bounce: in KBS rainbow Marcel
‘ota)| o aees, msem £, mashia y warcs et miondin docka mages uing ot a0 165
Noma. Updat: o wil ot $0p ouncer
P8 [Roliout version Marcel done =
£3..| Chesk saifsalas in.K8s.oinby instenaia) MB.LGS. sons. op cashier-accaptor ==
P10 | Check K cluster  worker | securty groups Me/Cs  [done pomad aniestmast —
P11 | Build latest KBs images from release-172 (2.172.175-0) W ICs e 15 | Deploy butler, bouncer, accountant, cashisr-acceptor, cashiss-ingest, cashier-rollupinK8s ainbow e
rochcion v o ract oy oo P g b b
P20 | Check 1 profiles. SAAS) MB/CS done. m——— e ey
« changed to profile "arge" for global components G 2nginxon Kes) MBICS. S J
P21 | Prepare config PR for global-backend nginx (reverse proxy) to forward requests to K8s rainbow. MB/CS done. : o oy T
creata backup of existing nginx config on server for rollback
. ’ o
P22 | Check "butier” Consul entry in EU (to point to raverse proxy) Marcal done. = T T - =] ke anbow ‘Schmti
bitos it n
P24 | Prepare instanactl database on "cockroachdb-0-eu-west-1" MB/CS done —_— N ‘ test instaling agent 0n new onprem box using single ine command
P25 | Set all toggles in production "instanact” database MB/CS done. o
P26 | Update instana-sami-cert (use same cert as in SAAS) MB/CS/  |done .
o create TU - s instana,ig that Go Live to verify SAML is working Daniel @  globalbackend.instana.io. A
= T peerle)
o itermocil global-backend
B e ey ey {“/\_’\.




17th March 2020

Open first I

Finished:

(] « Migrated global components
G C P Re I O n from Nomad to Kubernetes
Golive rainbow live
GCP: make pods run in only one
AZ to avoid cross AZ traffic
GCP: Setup Kafka in one AZ with
LocalStorage
+ GCP: monitor green in SAAS EU
TU, https://green-

instanaops.instana.io/

Upgrade GKE from 1.15.8-gke.3 to
1.15.9-gke.22

cleanup all datastores

enable logdna

- fully test GCP green GCP EU: reen (K8s MultiRegion)
- update GCP config with SAAS —
stihes Sl f e om s
- GRS S
Next steps SAAS: I § 1 U]
. :Ir:::: ‘Ir:;erse proxy config with m— )
- N G
+ remove reverse proxy host = )
« terminate g 0- e 300 )’“
west-1 Public Subnet _ Private Subnet. instana-green-private
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Migrate

10th June 2020

Nomad to
K8s
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Introduction 2
Migrate Plan 3
Component Overview (based on release 184) 5
Shared components red 5
Shared components blue 8
TU components 1
Component dependencies 12
Preparation 13
Preparation red (AWS us-west-2) 13
Preparation biue (AWS eu-west-1) 16
AWS US-WEST-2 18
Release 187: Migrate first batch of shared components to new EKS red cluster 18
Release 187.5: Migrate all other shared components to new EKS red cluster 22
Release 187.5 / 188 / 189: Migrate tenant unit components to new EKS red cluster 2
AWS EU-WEST-1 2
Release 188: Migrate first batch of shared components to new EKS biue cluster 2
Release 188.5 / 189: Migrate all other shared components to new EKS blue cluster 30
Release 189: Migrate tenant unit components to new EKS blue cluster 34
Release 189 rollout steps - 27th October 2020 35
After release 189 %

Preparation

Preparation red (AWS us-west-2)

These are ai sieps that can ba done pecr 1o migraticn.

Migrate Plan

We want do migrate each AW/S regicn step by slep with an easy way to ral back. We do not have the capacey to migrate al 2000+ nrning container al at
once. There might be configuration lssues that are not coverad by the new K23 setup, therefore daing the migration in baches Is the coly feasibie option.

 start migrating shared compenents one by cne 1o EKS cluster (copy over existng config from Nomad 1o Kés)
wo can start with the easy shared components that are not as critical

© afer stant mgratng fenant units ane by ane (copy over existing conflg from Nomad to Kis)
wa can start with small TUs that are not as crical

[ e ¥ e WA 1IN e W ]
———— — ———
e
—
we cremed Pretvioal
temperary cetweir
< o
10 nat impaet T - PRO—
- T —
ProdxTon  a——ae
[ i -
T——
T —
I [
T —
———— -—

Confidential and Proprietary Information for Instana, Inc.

o Task Respoasible | Status)
1 | Datne Instance Types for fanantuntt / core ! acceplor / corehighper! nodeGroups SRE done.
chock current EC2 sizing
£2 | Senp mitpslarchestration-red.instana o Jenkins server SRE dona.
disabie janitor for naw
B3 | Setp httpsilarchestration-blue.instana.ko Jerkin server SRE done.
disabie janiar for naw
P4 | Setp kBisfloctusawest2® EKS cluster in ANS us-west-2 SRE dane
create nodeGroup for “carehighpert” | “core” | "acceptar” / Yenantunit’ components
£5 | Seap ks footcuwest 1" EKS custer n AWS ouwest-1 SRE dane
6 | Create skeloton red.hol & biue.hcl config for nstanact! SRE dane
P7 || Test decicated “corshighper” nodegroup selector far certain core componaents. Example config: SRE done
SRE ) Dusan | done
\dexz,0000i0 COMVOCUONUGIIf SDRe Y QNg 1o ToKx VeIV PgIEEVS
£10] Only use 1 AZ for EXS test chuster SRE done
* Leassons leamed: AWS duster scaler ahways spins up nodes in AZ = B, even hough nathing is running there
s did not work, Yaikure-domain beta hubometes.k/zone” = “us-wazt-2a"
* Tonotwaste maney we changed the aksct canfig,
sty candinstenaimo 07 5
#12| Prapare fieet PR 50 a1 components talk to GK via DNS entry that points to now EKS duster, Le. SRE dana.
' 2an . biteziloithu ™
P14 Propare ks-fect-us-west-2 yami for Red EKS duster, SRE done
[y JG7e3eda¢ 12300006007 1900214
£15 | Add instana.lo certificate 1 AWS ACM 30 we can refarence It for the EKS duster, SRE done
Ral2 iz amazen Lo ? A0 28ATOOrZAd)
#16 | Propare red.hel profile for shared companent, SRE done
We will use icenscal rasource setings 35 in the Nomad region
P17 Prepare config toggles for shared component (copy from Consul) SRE dane
vasliccrgul ug wegt 2 oata Py ]
P18 Propare dns-autoscaler SRE done
P18 Configure kubect! and EKS in orchestration.red SRE done.
P20 Configure and Test Jenkins Seed Jobs SRE dane
P21 Update all toggies for red wih updated secrets SRE done
23 Profix tonant unt K83 senices to allow *355-prod” TU names {wil be rolied out with release 187) - requres nstanacti v187 | SRE dona.
£13] Pin TU components 1o highperf worker {by release 188) SRE done
£25 | Croate *prvate corahighpert-a.0* nodegroup in EKS red chaster SRE dane
(Manday)
P27 | Prepare ficet PR before Go Live, liggiginud cominalanaioctioullinig SRE done.
(Manday)
P28 | Replace Nomad groundskeeper with Consul toggle and ralout to prod on Monday SRE dono
(Manday)

a lot more pages ...



Golive blueprint

create plan for infrastructure migration and document all steps (i.e. Miro & Google Docs)
o Infrastructure preparation
m D, Task, Responsibility, Status
o Golive steps
o Go/NoGo steps
o Rollback strategy
e test all steps mentioned above in production-like environment
o account for DNS timeouts, loadbalancer changes, Elastic IPs (communicate changes early to
customers so they can prepare their network egress configuration)
o  stay away from big-bang migrations
o automate infrastructure tests, so you can verify that new infrastructure works
o test from various continents (servers in EU and US)
e communicate GolLive plan and gather engineers and QA that help during GolLive
e coordinate rollout with regular releases (bi-weekly @ Instana)

e Dolt!
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Project aftermath



Marcel

What infrastructure migrations can look like - best part of 2020 so far

source code  +0-3,678 ummmm
deployment automation  +0-18,361 nunum

loadbalancer configuration  +3-2115 smms
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Infrastructure improvements

test coverage for instanactl
flexible deployments across SaaS and On-Premises releases
networking infrastructure has been simplified
spinning up new Saas regions across cloud providers only takes a few
days
e before this was impossible due VPC paring, shared datastores across regions,
complex security groups, ...

Unplanned benefits of K8s migration

e Managed K8s in all regions (GCP GKE, AWS EKS, IBM OpenShift)
e great community and tooling around K8s
e cluster auto scaler, certificate manager, ...
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Meet me in the chat
lounge for Q&A
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