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Microservices: The New Normal



The Rise of Microservices

Host-based Host-based Abstracted-host
Monolithic Distributed ; Highly Distributed




Companies Winning with Microservices

Enterprise Cloud named "Leader” in seven
Gartner Magic Quadrants and Forester Waves

\ / Now releases features

epsagon “Twice as Fast with Half the Effort”

VONAGE

Pivoted during COVID, doubled valuation

-Crunchbase
000
: v Built 32 app e-commerce platform in Seed stage,
fabric raised $43M Series A

-TechCrunch o
-9 epsagon



"Everything fails, all the time”
- Werner Vogels, AWS CTO



So What's the Catch?

I -

Cloud service + 3rd party
APIs are difficult to
troubleshoot

sh

Thousands of containers,
functions, and services with
a wide variety of behaviors

Logic shifts from the code

within a service to the calls . V‘
between microservices




The user finds an issue before you do

2,
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Business Impacts

74% $7,900/min 66 ...when there’s a
of issues are found by Downtime costs live problem we
customers before Ops on average

can lose tens of
thousands of

DETECT RESOLVE dollars every
/‘\ /.\ / hour. Saving 45
) ) minutes in
IDENTIFY IMPROVE HRLb! =t G
live issue is critical
M e o
: (m‘ enI\D/ironments _'I efﬁcien%:ies : O vVIQ
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Achieving Observability in Microservices

Combining metrics, logs, and traces
for observability is the only way to
understand complex environments
Metrics tell us the “"what”

Logs tell us the *why”

Traces tell us the “where”

Metrics
Aggregatable

Tracing
Request scoped

Logging

Event
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The Need for a New Observability Outlook



Observability Workarounds

Traditional APM
sees within services, but 1

not between services

Infrastructure Monitoring ——@

alerts DevOps to issues, but does
not give Devs context to remediate

=/

Log Aggregators
hours of manually correlation that
bottlenecks team knowledge in one SME

8$ @(’)

Manually Instrumented
Distributed tracing

Requires heavy investment in
time and FTE to setup, maintain
and manage edge cases

_(,).
IR

APM with Microservice Add-ons
premium price to have partial
workarounds on one platform

- epsagon



Troubleshooting

Where do you start?



Manual Log Correlation?



Troubleshooting with Logs Doesn’t Work

api.stripe.com
stripe

B Dote/Time: 2016/02/11 820 : 31 302 UTC (GMT)

starting sgencs amazon €08 sgent - v1.7.1 (001950

5 o] Lo
“oie- 2 (Iro] Checkpainting 1o enabled. Attempting to Toad state
oo Mrirs 2 (Invo] Londing stata! module-"siatenanager
. ~2016- [InFO] Detected Docker versions (1.17 1.18 1.19 1.20)
= LX) [INFo] Registaring Instance with Ecs
[INFO] Registered! module="api clier
E ] Reptstslon compeced swSersfully. « an i s
e Lt et
- vzmé 02- 1"20 [INFO] Saving state! module="statemanager”
isagon-send i
i
| Fiter:
| Event Data
+2016-02-11720:31:02Z [INFO]
| [1nFO]
x Date/Time: 2016/02/11 8120 : 31 302 UTC(GMT) il [1nF0]
[1NFO]
[INFO]
(10F0) Starting Agent: Anszon s Agent - v1.7.1 (O073856) e
o o] Crackps e, Toad :31:022 [NFO)
“iai 7 [INro) Loading starel mosutec-siatenmaps ane-0z-1m0: 31i0az fveo)
- 2016 2 [INFO] Detected Docker versions [1.17 1.18 1.19 1.20]
[INFO] Registering Instance c 72016 ﬂZ 11720:31:022 [INFO]
“oie- [ouro] Repistered module-rapi C1ienc”
peire ] Reptottlon Compeced sweessully. « am i s “arauscs -
Pz Lt et
oie: [iwro) Saving statel moduiec"statenanager”

_+ 2ipts-us-east-1-prod

queuing.retail_site.new_orders cons
k

/order
HTTD

x Date/Time: 2016/02/11 58 20 : 31

starting Agent: Amazon ECS Agent - v1.7.1 (007985c
Loading configuration

Checkpointing is enabled. Attempting to load state
Loading state! module="statemanager"

petected Docker versions [1.17 1.18 1.19 1.20]
Reglsterina Tnstance mm L

Registered! m
Registration mmn\md sumssfuny I an running

\l

8s

saving state! modul

:[02 | uTC (GMT)

)

as '

ce

arn:aws:ecs:us-
Cluster 'default’

Finding specific logs out of
billions of microservice
executions can take hours, or
even days.

Correlating these logs across
dozens of microservices can
be next to impossible.




Logs?

[http-nio-8080-exec-10] INFO io.jaegertracing.internal.reporters.LoggingReporter - Span reported:
615f47e4c321f589d:4e8220be4a768563:615f47e4c32f589d:1 - placeNewOrder

[http-nio-8080-exec-10] INFO io.jaegertracing.internal.reporters.LoggingReporter - Span reported:
615f47e4c32f589d:615f47e4c32f589d:0:1 - POST

[kafka-producer-network-thread | producer-1] INFO io.jaegertracing.internal.reporters.LoggingReporter - Span reported:
615f47e4c32f589d:9b14b78b08321244:4e8220bed4a768563:1 - produce

09:26:16.894 [http-nio-8080-exec-27] INFO com.epsagon.java.rest.OrdersService - placing new order {}

09:26:16.894 [http-nio-8080-exec-27] INFO c.epsagon.java.kafka.producer.Sender - sending new order='NewOrder{itemId=0,

username='9a7ed47bfe21c01387fa3d93d3each’,
discountCode='XMASSAVE30', quantity=4}' to topic='queuing.retail_site.new_orders'

09:26:17.242 [http-nio-8080-exec-27] ERROR Missing required parameter in input: "Key"
Unknown parameter in input: "Item", must be one of: TableName, Key, AttributeUpdates, Expected, ConditionalOperator,

ReturnValues, ReturnConsumedCapacity, ReturnItemCollectionMetrics, UpdateExpression, ConditionExpression,
ExpressionAttributeNames, ExpressionAttributeValues

"8 epsagon



Metrics?

User errors (Count) Statistic: Time Range: Period: o
40
35
30
25
20

15

10

:I. | | | rq .||| - |




Things missing?

« How do we correlate between metrics and logs?
« How do we correlate data between different services?

« How do we find the where when something goes wrong?



Observability using Distributed Tracing



What is Distributed Tracing?

"A trace tells the story of a transaction or
workflow as it propagates through a
distributed system.”

Since distributed tracing connects every
request in a transaction, it allows you to
know and see what’'s happening to every
service component and app in production

¥ service_a: GET /api/v1/data ®  ViewOptions ~

Trace Start December 10, 2017 1232 AM Duration865.67ms ServicesS Desth S
View Trace ISON
X2 84 rrn

preen

Service & Operation Oms. 16.42ms. 3284ms 1 25ms ms




Engineering Flywheel + Observability

3 Accurately predict
dob‘? dependencies during
Design

Quickly troubleshoot
APl issues during
(J

O O Production

epsagon

Easily catch business
logic issues during Test

Confidently make
o changes to code during
- Implementation

l
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Visualize and Understand

nnnnnnnnnnn

AWS
services

Third-party
services




Where Does Our Code

X v 2

blog-posts-prod
0e9657bb-96ee-48bd-ffb.

Graph Timeline

Trace Start Oct 28, 2020 8:26:16.487 AM  Duration 2.02s

Spend Time?

ﬁ Premium Feature

oms 505.89ms 1.01s 1525 2025
Resources Oms 505.89ms 1.01s 1.52s 2.02s
v | € /new_post S /9.19ms
~ M blog-site-app-prod-Request-Processor execute 249.19ms
|*"" testtesttest123123.eu.authO.com N 178.38m:
4 demo-blog-site-post-prod
v demo-blog-site-post-prod
\2 -blog~site~app‘prodAPost-Validation 87.48ms NS
demo-blog-site-post-prod
v blog-posts-prod 7.44ms 0
Putltem Resource: blog-posts-prod = Duration: 7.44ms  Start Time: 1.59s
~ Tags
aws.account_id 955733877896
aws.region "us-east-1"
aws.service "dynamodb”
aws.api.retry_attempts 0
aws.api.status_code 200
aws.dynamodb.item i€
"expiration_date": 1603888278,

aws.dynamodb.item_hash

aws.dynamodb.table_name

"post": "New post by someone",

"title": "faddb703-d463-4368-9b51-1a3a3203£3d7"
}
"4c8276417£858327e£50792d8£54260a"

"blog-posts-prod”

on

epsagon



Bring Focus to the Problems

A | execute | 0.36ms
Apr 13,2021 10:37:26.752 AM >
/new_post A BN | execute | 0.35ms
H23 ms Apr 13,2021 10:39:25.958 AM W
1 op%ation
\
= ZeroDivisionError - division by zero
Apr 13, 2021 10:39 AM
-~ Traceback (most recent call last):
blog;sife-app-prod-Request—Pro...
1758 Lambda\
;,ppé‘ranon 54ms Expand

P 1opeton B
, X
(‘ N 3 B Show Logs

testtesttest123123.eu.auth0.co... Labels
HTTP posts-no/ﬂficaﬁons-prod
il SNS blogSize 382
3 opgtations
A Tags Index Tags
retry_count 3
blog-site-app-practPost-Analys... aws.account_id 955733877896

aws.region us-east-1
aws.service lambda

¥ epsagon




All the things mentioned + Payload information!

http.request.body v

/now_post
H

° - ‘

"validate" : true

‘ﬂygp?l?w"""w’[:r':g&:"“";;. "title" : "Netflix event"
- n

"post" :

tottoatiiatt SN L ith0 6o "Netflix is excited to be
" heading back to Las Vegas for
AWS re:Invent at the end of the
month! Many Netflix engineers

and recruiters will be in

attendance, and were looking

forward to meeting and

b T reconnecting with cloud
”AT“ enthusiasts and Netflix 0SS

users. Were posting the schedule

of Netflix talks here to make it
blog-suo-ap&gﬁ;nmuvdam
vk, a bit easier to find our

' speakers at re:Invent. Well also
have a booth on the expo floor,
L " < angid so please stop by and say hello!

Ohs
‘W%W" At Netflix, we make explicit
v

tradeoffs to balance our four

key focus domains of innovation,
blog-site-app-prod-Kinesis-Ana...
ambda

reliability, security, and




a79ec8a08046211éa8c4ela26e2af0...
HTTP

(=] 1hs
1 opération
- @
rdersService
Spring Web
ms
1 gpération opefation

queuing.retail_site.new~orders

Kafka
S

1 i
s < testtesttest123123.eu.auth0.co...
HTTP
s
Java
queuing.retail_site.new_orders...
Java
6ms
1 operation

item-stock
DynamoDB

2 > | Updateltem | 5.73ms
Sep 14, 2020 8:01:18.326 PM v

An error occurred (ValidationException) when calling the PutItem
operation: One or more parameter values were invalid: Missing the
key id in the item

Collapse

Tags

component
error

hostname

ip

is_k8s
k8s_pod_name
aws.agent
aws.agentVersion
aws.endpoint
aws.operation
aws.region
aws.service
env.runtime
epsagon.version
http.method
http.url

span.kind

aws.dynamodb.table_n...

Index Tags

aws-sdk

True

stock-updater-856884bbd6-9t97s
100.96.3.58

true

stock-updater-856884bbd6-9t97s

aws-sdk

>1.11.0
https://dynamodb.us-east-1.amazonaws.com
PutitemRequest

us-east-1

AmazonDynamoDBv2

opentracing-java

Java-0.35.4

POST
https://dynamodb.us-east-1.amazonaws.com
client

item-stock
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a79ec8a08046211 #80460326923ﬂ]...
HTTP

)

1
1 operation
g
rdersService
Spring Web ms
opefaion

1 gperation

queuing.retail_site.newsorders

Kafka testtesttest123123.eu.auth0.co...
HTTP

J

e
ava

queuing.retail

site.new_orders...
a

o &

S
1 operation

&

item-stock
DynamoDB

queuing.retail_site.new_orders (1 operation)

& Service Map

€ > & | produce | 2.66ms

Sep 14, 2020 8:01:17.260 PM 2 4
Tags Index Tags
component kafka-clients-0.11

hostname orders-service-64cbdfcbSc-b2ghw

ip 100.96.1.35

is_k8s true

k8s_pod_name

orders-service-64cbdfcbS5c-b2ghw

env.runtime opentracing-java
epsagon.version Java-0.35.4
kafka.key null
span.kind producer
JSON Tags
kafka.value W
pez ¢
"itemId" : 1

"username" : ""

"discountCode" : "DEL15"

"quantity" : 122




adcdela26e2afo...
P

1ms
1 operation

Q

rdersService
Spring Web ms
of Of
3
1 ration

queuing.retail_site.newn testtesttest1 "eu.auth0.co...
Kafka HTT

item-stock
DynamoDB

Tags Index Tags
http.host testtesttest123123.euv.authO.com

http.scheme https

http.status_code 401

http.request.path /api/v2/users/auth0%7C5ba1a9227dc7232e1aec4fdO

JSON Tags

http.request.headers

http.response.body

VY{ 41 \@'

"message" : "Expired token received for JSON Web Token

validation"
"statusCode" : 401

"error" : "Unauthorized"

Y "attributes” : { 1 item &
"error" :
"Expired token received for JSON Web Token B
validation"

}

http.response.headers

Ysf
"CF-Cache-Status" : "DYNAMIC"




Summary

« Microservices-based applications bring
unique benefits and challenges
« Advantages of using Distributed Tracing

oo
approach for AWS and Third-party e /
services B/\ %

 Use Observability for e =
! *. " =

m Keeping track of the architecture
m Detecting performance issues and
reduce MTTR

' Be PROACTIVE not REACTIVE |




Thank youl!
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