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Kubernetes Probes
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Objectives

In this SKILUP session, we will learn about #Kubernetes topics:

e Liveness & Readiness probes

e How to configure Liveness & Readiness probes
kubernetes
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Health Checks — Understanding the problem

@ Your App
—  —  — - Healthy Application

Incoming requests
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Health Checks — Understanding the problem

@ Your App
Incoming requests -

Unhealthy Application
- Bug
- Deadlock
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Health Checks — Understanding the problem

@ Your App

Application star-up is slow
— - load dependencies
_ - load dataset/populate dataset
Incoming requests
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Health Checks — Understanding the problem
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Health Checks — Understanding the problem




Health Checks — Understanding the problem

Are you available?
/ 1 \ Heartbeat — TCP, HTTP

Instance 1 Instance 2 Instance 3
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Health Checks




Health Checks

If a nasty defect / issue causing the
Pod 3 to hang indefinitely, k8s thinks
that everything is fine and continues to
send traffic to Pod3.
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Liveness Probe

Service

\

Pod 1

Uveness Liveness Liveness
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Restarting
Pod




Health Checks

. Sometimes, when new pod created,
the application takes few seconds to

1 warmup. In this case, it should not
receive the request traffic until it is fully
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Pod 1 Pod 2 Pod 3
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Readiness Probe




.& Kubernetes Probes

: liveness probes to know when to restart a
Liveness Probe .
container
: probes to decide when the container is
Readiness Probe | : .
available for accepting traffic.
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Types of Probe

e HTTP
e COMMAND
e TCP
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HTTP

apiVersion: v1
kind: Pod
metadata:
labels:
test: liveness
name: liveness-http
spec:
containers:
- name: liveness
image: k8s.gcr.io/liveness
args:
- /server
livenessProbe:
httpGet :
path: /healthz
port: 8686
httpHeaders:
- name: Custom-Header
value: Awesome
initialDelaySeconds: 3
periodSeconds: 3

S KI LLl p Source: https://kubernetes.io/
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https://kubernetes.io/

Command

apiVersion: v1
kind: Pod
metadata:
labels:
test: liveness
name: liveness-exec
spec:
containers:
- name: liveness
image: k8s.gcr.io/busybox

args:
- /bin/sh
- -C
- touch !t@pfhealthy;(sleeé 36'>rm -rf /tmp/healthy; sleep 688
livenessProbe:
exec:
command :
- cat
- /tmp/healthy

initialDelaySeconds: 5
periodSeconds: 5

S KI Lu p Source: https://kubernetes.io/
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TCP

apiVersion: w1
kind: Pod
metadata:

name : goproxy

labels:

app: goproxy
spec:

containers:

- name: goproxy
image: k8s.gcr.io/goproxy 8.1
ports:

- containerPort: BBEH
readinessProbe :
tcpSocket :
port: 8888

initialDelaySeconds: 5

periodSeconds: 18
livenessProbe:

tcpSocket :

port: 8688

initialDelaySeconds: 15

periodSeconds: 28

S KI Lu p Source: https://kubernetes.io/
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Pod Status — Liveness Probe

Events:
Type  Reason

Normal Scheduled <unknown}
205 (x2 over 41s)

Normal Pulled

Age

Normal Created 205 (x2 over 41s)
Normal Started 285 (x2 over 41s)
Warning Unhealthy 2s (xb over 29s)
Normal Killing 25 (x2 over 23s)
Normal Pulling 1s (x3 over 45s)
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From

default-scheduler

kubelet, aks-agentpool-74323835-vmss006000
kubelet, aks-agentpool- ?432 35-vms 060600
kubelet, aks-agentpool-74323035-vmss000000
kubelet, aks-agentpool- ?432 35-vms 006660
kubelet, aks-agentpool-74323835-vmss000600
kubelet, aks-agentpool- 7432 35-vms 006660

Successfully assigned default/liveness-http to aks-agentpool-74323835-vmss6agae
Successfully pulled image “kBs.gcr.iofliveness”

Created container liveness

Started container liveness

Liveness probe failed: HTTP probe failed with statuscode: 560

Container liveness failed liveness probe, will be restarted

Pulling image "k8s.gcr.io/liveness”




Pod Status — Readiness Probe

Events:
Type Reason Age

Normal Scheduled 49s

From

default-scheduler

ec-6c99cf8479-dzcfz to gke-dsk-cluster-default-pool-c24ef3ff-r5ts

Normal Pulling  48s
Normal Pulled 47s
Normal Created 47s
Normal Started 47s
Warning Unhealthy 1s (x4 over 16s)
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kubelet, gke-dsk-cluster-default-pool-c24ef3ff-r5ts
kubelet, gke-dsk-cluster-default-pool-c24ef3ff-r5ts
kubelet, gke-dsk-cluster-default-pool-c24ef3ff-r5ts
kubelet, gke-dsk-cluster-default-pool-c24ef3ff-r5ts
kubelet, gke-dsk-cluster-default-pool-c24ef3ff-r5ts

Message
Successfully assigned k8s-probes-demo/readiness-ex

Pulling image "k8s.gcr.io/busybox"

Successfully pulled image "k8s.gcr.io/busybox"
Created container readiness

Started container readiness

Readiness probe failed: cat: can't open '/tmp/heal




Summary

In this SKILUP session, we have learnt about #Kubernetes topics:

e Liveness & Readiness probes

e How to configure Liveness & Readiness probes
kubernetes
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THANK YOU!
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